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ABSTRACT

We present two- and three-dimensional hydrodynamic simulations of ~kpc-scale AGN jets with mean jet powers in the range
1-7 x 10% erg s!, in which the jet power varies (through variation of the Lorentz factor) according to a flicker or pink noise
power spectrum. We find the morphology and dynamics of the jet—cocoon system depends on the amplitude of the variability with
a clear correspondence between the shape of the cocoon and the historical activity. The jet advances quickly during high-power
states, whereas quiescent periods instead produce passive periods of inflation resembling Sedov—Taylor blast waves. Periods
of high activity preferentially produce hotspots and create stronger backflow as they maximize the pressure gradient between
the jet head and cocoon. The variability can also lead to propagating internal shock structures along the jet. Our work suggests
that variability and flickering in the jet power has important implications, which we discuss, for observations of radio galaxies,
ultrahigh energy cosmic ray acceleration and jet power to luminosity correlations. We explore the link between morphology and
fuelling, and suggest that chaotic cold accretion should introduce a relatively small scatter in radio luminosity (~0.2 dex) and
modest imprints on morphology; sources such as Hercules A and Fornax A, which show evidence for more dramatic variability,
may therefore require redder power spectra, or be triggered by mergers or other discrete events. We suggest ways to search for
jet flickering observationally and propose that radio galaxies may be an important diagnostic of Myr time-scale AGN fuelling,

due to their ‘long-term memory’.
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1 INTRODUCTION

As Active Galactic Nuclei (AGN) accrete from their surroundings,
they can expel material outwards in the form of jets and winds.
Both these forms of outflow are important to our understanding of
the accretion process, and each offer a medium through which the
central black hole (BH) can influence proceedings far from its gravi-
tational sphere of influence. Indeed, outflows are likely to be critical
‘AGN feedback’ agents (e.g. Fabian 2012; Morganti 2017; Harrison
et al. 2018; Hardcastle & Croston 2020), potentially affecting star
formation in the host galaxy, the fuelling of the AGN and the heating
of the surrounding cluster or group environment. Collimated AGN
jets can be generated from the magnetically driven extraction of
rotational energy from either the accretion disc (Blandford & Payne
1982) or the BH ergosphere (Blandford & Znajek 1977). In both
cases, the jet power is likely to be proportional to Mc? with some
efficiency factor that depends on the detailed accretion physics and
magnetic field topology.

AGN jets produce a variety of observational signatures in various
wavebands including X-rays and gamma-rays, but our focus here is
primarily the radio emission observed on kpc to Mpc scales. Radio
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galaxies, which we take to mean AGN that emit strongly in the
radio wavelengths (Hardcastle & Croston 2020), are characterized
by strong synchrotron emission from non-thermal electrons gyrating
in magnetic fields. These electrons are likely to be accelerated
in locations where the jet dissipates kinetic energy, for example
in shocks (see Matthews, Bell & Blundell 2020, for a review).
Radio galaxies are observationally characterized by a series of
(blurry) dichotomies. Perhaps the most fundamental of these is the
Fanaroff & Riley (1974, FR) classification, which distinguishes
radio galaxies based on their surface brightness distribution: an FR-I
source is brighter towards the centre and dims at the edges, whereas
an FR-II source is edge-brightened. These FR-II sources have bright
hotspots at the end of their lobes, thought to be associated with
the termination shocks of jets expelled by the AGN. The general
paradigm is that FR-I sources are less powerful on average, but
the picture is complicated by environment. Fundamentally, FR-IIs
manage to remain collimated and thermalize much of their kinetic
energy in a hotspot. On the other hand, FR-Is are not sufficiently
powerful to avoid disruption and instead appear to gradually
dissipate energy and decelerate, resulting in a plume-like emission
structure. The relation between power and morphology is not
straightforward; there are FR-II morphology sources at quite low
luminosities (Mingo et al. 2019), as well as a series of compact radio
galaxies with diverse properties and varied nomenclature [e.g. FROs
(Baldi, Capetti & Massaro 2018), compact symmetric and peaked
spectrum sources (O’Dea 1998; An & Baan 2012)].
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Hydrodynamic simulations of flickering AGN jets

Table 1. Parameters for the simulation grid.

Parameter Description Value(s)
Grid points

i Random number seed {22, 40, 43,50}
o Variability parameter {0,0.5,1, 1.5}
Fixed parameters

n Jet density contrast (oj/00) 1074

7 Jet inlet radius 1 kpc

B Density profile exponent 0.5

re Density profile core radius 50kpc

P, Ambient pressure (dyne cm™~2) 324 x 10714
M; Internal Mach number 100

ar Variability PSD slope 1

Derived quantities
104 x ¢7°/2 ergs~!
10¥ erg 5!

0; Mean jet power
Qo Median jet power

Hydrodynamic (HD) simulations are a critical tool for studying
how jets launch, propagate and dissipate energy (see reviews by
Davis & Tchekhovskoy 2020; Komissarov & Porth 2021). For
the simulation of jet launch, one must account for both general
relativistic (GR) effects and magnetohydrodynamics (MHD). Over
the past two decades, GRMHD simulations have been successful
in producing jets from the Blandford—Znajek process (McKinney
& Gammie 2004; Tchekhovskoy, Narayan & McKinney 2011;
McKinney, Tchekhovskoy & Blandford 2012; Porth et al. 2017;
Liska, Tchekhovskoy & Quataert 2020). On larger scales, it is
common to use either HD and MHD approaches depending on the
application. Early HD simulations were successful in producing the
broad phenomenology of a jet beam that deposits energy in a shock,
creates backflow, and inflates a cocoon while driving a bow shock
into the surroundings (e.g. Norman et al. 1982; Falle 1991). There are
a whole host of simulations of this type (e.g. Duncan & Hughes 1994;
Marti et al. 1995; Krause 2005; Perucho & Marti 2007; Mignone et al.
2010; English, Hardcastle & Krause 2016; Perucho, Marti & Quilis
2019), now using up-to-date Godunov type finite volume codes,
including detailed comparisons to observations, cluster ‘weather’
and special relativistic effects. Many MHD simulations have also
been conducted, particularly to explore the impact of magnetic
kink instabilities (e.g. Mizuno et al. 2009; Mignone et al. 2010;
Tchekhovskoy & Bromberg 2016) and predict polarization signatures
from the magnetic field structure Hardcastle & Krause (2014). A
notable recent study from Mukherjee et al. (2020) includes ensembles
of non-thermal electrons as tracer particles, accelerated at shocks in
the simulation (Vaidya et al. 2018), representing an advanced method
for predicting the observational appearance of kpc-scale AGN jets
(see also Kundu et al. 2022; Yates-Jones et al. 2022; Seo, Ryu &
Kang 2023).

A common approach to jet modelling is to inject something
resembling a ‘top-hat’ jet at the simulation boundary with a fixed
jet power and thrust. This is clearly a reasonable approach to take
without detailed knowledge of the multiscale accretion process and
history, but there is plenty of evidence that radio galaxy jets have
variable powers. Double—double radio galaxies imply the existence
of fairly discrete outbursts in powerful, classical radio sources (e.g.
Kaiser, Schoenmakers & Rottgering 2000; Konar et al. 2006, 2019).
Famous radio galaxies such as Centaurus A, Fornax A, Cygnus A,
and Hercules A also each show evidence of a dynamic history. For
example, in Fornax A, Maccagni et al. (2020) find evidence for
variable jet activity on ~10 Myr time-scales, with fresh activity near
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the nucleus appearing distinct from the episode that inflated the large
radio lobes. Similarly complex behaviour can be seen in Centaurus A,
whose giant (300 kpc scale) lobes are disconnected from the current
jetactivity and 2 kpc scale inner lobes (Morganti et al. 1999; Croston
et al. 2009; Hardcastle et al. 2009; Wykes et al. 2013). Hercules A
shows bubble-like structures suggestive of sucessive explosive events
(Dreher & Feigelson 1984; Meier, Sadun & Lind 1991; Saxton et al.
2002; Gizani & Leahy 2003; Timmerman et al. 2022). Cygnus A
shows a classical double FRII morphology, but even this poster-child
FRII source has multiple hotspots (Hargrave & Ryle 1974; Carilli
& Barthel 1996; Stawarz et al. 2007; Araudo et al. 2018). Clearly,
morphologies of radio galaxies are complex, dynamic, and far from
steady or self-similar. This complexity can be shaped by a variety
of processes including cluster/group environment, precession, and
projection effects, in addition to variation in the accretion rate and
jet power; the latter is the focus of our study.

Various authors have investigated the influence of variable jet
powers, taking a variety of approaches. One method is to vary
the power by turning the jet on and off in discrete bursts with a
focus on dormant/dead or double—double radio galaxies (Reynolds,
Heinz & Begelman 2002; Mendygral, Jones & Dolag 2012; Yates,
Shabala & Krause 2018; English, Hardcastle & Krause 2019). In
an early and particularly relevant study, Wilson (1984) simulated a
jet in which the velocity varied sinusoidally — this is possibly the
first example of a HD simulation of a variable jet. Gémez et al.
(1997) also studied variability in jets by introducing perturbations
in flow velocity with the aim of explaining superluminal radio
sources. Several authors pursue a more self-consistent approach to
study the feedback loop established between an AGN jet and the
surrounding cluster or group environment, in which the accretion
rate on to a region surrounding the BH is estimated and used to
inform the power of the jet injected into the polar region (Yang
& Reynolds 2016; Beckmann et al. 2019; Bourne & Sijacki 2020;
Talbot, Bourne & Sijacki 2021). These studies generally support the
idea of a feedback loop between the AGN jet and cluster or group
environment, with a complex interplay between the jet power and
both the backflow of material and heating/cooling of the surrounding
medium.

Recently, Matthews & Taylor (2021) introduced a semi-analytic
model for a radio galaxy with a flickering jet power and used it to
study the particle populations accelerated by the jet. They adopted a
flicker noise power spectrum [with the power spectral density (PSD)
scaling as 1/f, where fis the temporal frequency], with a lognormal
distribution of jet powers. This choice was motivated by simulations
of AGN fuelling (Yang & Reynolds 2016; Beckmann et al. 2019)
as well as the ‘chaotic cold accretion’” (CCA) model (Gaspari,
Ruszkowski & Oh 2013; Gaspari, Brighenti & Temi 2015; Gaspari
2016; Gaspari, Temi & Brighenti 2017). CCA is expected to produce
a lognormal distribution of accretion rates with a flicker noise PSD.
This set of statistical properties is also ubiquitous on shorter (human
observable) time-scales in accretion discs and is characteristic of
a ‘multiplicative’ physical process (e.g. Lyubarskii 1997; Uttley &
McHardy 2001; Gaskell 2004; Uttley, McHardy & Vaughan 2005;
Scaringi 2014; Alston 2019; Alston et al. 2019). In a more generic
sense, flicker noise is also extremely common in a whole host
of settings: in music, electronic circuits, and other astrophysical
environments (Press 1978). Thus, while the characteristics of the Myr
time-scale variability in radio galaxies are unknown and debatable,
it seems reasonable to think of jet power variation as a noisy process.
We can then investigate the impact this noise might have on the
structures and shapes we observe as well as the dynamics of the
jet—cocoon system.
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In this work — and with the above astrophysical context in mind
— we conduct relativistic HD simulations of kiloparsec-scale jets
in which the input jet power is varied systematically according to
a flicker noise, or pink noise spectrum. This approach allows to
study the morphology of the jet produced and how it responds to
the variation of input power. Our simulations are broadly designed
to mimic the conditions in moderately powerful radio galaxies on
the cusp of the traditional (and somewhat outdated) FRI-FRII power
divide. In addition, our relativistic treatment allows us to investigate
the impact of varying Lorentz factor at the jet inlet. Our paper is
structured as follows. We begin by describing the numerical method
and simulation grid we use in Section 2. In Section 3, we describe
results from a small grid of 2D, axisymmetric simulations using
various random number seeds and variability parameters, before
presenting a fiducial 3D simulation in Section 4. We discuss our
results in Section 6, including the limitations of our work, before
concluding in Section 7.

2 NUMERICAL METHOD

2.1 Simulation setup

We use the publicly available code PLUTO (version 4.3) (Mignone
et al. 2007) to solve the equations of relativistic hydrodynamics
(RHD). We neglect magnetic fields (see Section 6.4). We use linear
reconstruction with characteristic limiting, second order Runge—
Kutta time stepping and a dimensionally unsplit scheme. We use
the Harten—-Lax—van Leer-Contact (HLLC) Riemann solver. Broadly
speaking, our setup follows that of Matthews et al. (2019b). Our
models require a relativistic treatment as during high power phases
the bulk Lorentz factor T'; of the jet can reach ~15. The 2D
simulations are conducted in cylindrical geometry with axisymmetry
about x = 0, whereas the 3D simulations use a regular Cartesian grid.
PLUTO solves continuity equations in the form
ou

o -V -TU) + S(U), 1)

where U is a vector of conserved quantities, the fluxes for the
components of which form the rows of T, and S denotes source
terms. For the RHD module, U and T are given by

D pv \'
E m

where D is the laboratory density, m is the 3-momentum, E is the
total energy, v is the 3-velocity and p is the pressure. The conserved
quantities in U are related to the primitive variables p, P and v
through

D =pl, m=phl'*v, E =phl'>—P, (3)

there we have introduced the specific enthalpy & = ¢ + Plp
+ e, where e is the specific internal energy. We use the Taub—
Mathews equation of state (Taub 1948; Mignone & McKinney
2007) to describe a relativistic plasma. This equation of state allows
us to smoothly transition between relativistic and non-relativistic
temperatures. The adiabatic index for our material will be consistent
with a non-relativistic ideal gas (adiabatic index y,4 = 5/3) at
low temperatures and a relativistic plasma (y,q = 4/3) at high
temperatures.

Our simulation domain for each 2D model is an axisymmetric
mesh of 640 x 1536 cells corresponding physically to 125 x 300 kpc,
giving a resolution of 0.195kpc. In 3D, we use a slightly shorter
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domain in the z direction of 157.5 x 157.5 x 200 kpc with 504 x 504
X 640 cells, at a slightly lower resolution of 0.3125 kpc. In PLUTO,
physical values are converted to simulation units to avoid handling
extremely large or small numbers during calculation. We adopt a
simulation unit length £y = 3.086 x 10*' cm (1kpc) and density
0o = 6 x 1072 g cm™3. With the requirement for RHD that the
unit velocity be ¢, we can define the other derived unit dimensions
of pressure Py = poc? = 5.393 x 107 dyne cm~2 and time ¢y =
Lo/c =3.264 x 10> yr.

2.1.1 Jet injection

Our jet material is injected at the origin with velocity vj = v;é,
and rest frame density p; = pon, where n is the density contrast.
For the models discussed here, # = 10~*, meaning the jet material
is significantly less dense than the ambient medium in its rest
frame. The material is highly supersonic, with the initial internal
Mach number M; o = 100. However, the jet undergoes a series of
reconfinement shocks along its length and so M;(z) further along
the jet is rather insensitive to this initial value. With a jet inlet radius
of 1 kpc, our jet radius is reasonably well-resolved by five cells in
the 2D simulations and just over three cells in the 3D simulations.
English et al. (2019) found that 2.7 cells covering the jet radius
was sufficient, so we expect our resolution across this region to
effectively capture the injection of energy and momentum by the
jet. While the jet quantities are nominally uniform across the inlet,
they are smoothed slightly to avoid discontinuities at the inlet edge,
such that any jet quantity (velocity, density, and pressure) &; varies
on the z = 0 boundary as &;(x, z = 0) = &;ye/cosh @'"). As such
the z = 0 boundary condition is inflow for x < r; (jet inlet) and
reflective outside of this. The outer x, y, and z boundaries have
outflow boundary conditions and, in 2D, the x = 0 boundary condition
is axisymmetric.

2.1.2 Cocoon and bow shock identification

We distinguish the jet cocoon, shocked ambient medium, and
surrounding atmosphere using a combination of the pressure and
the presence or absence of jet material. To track jet material, we
include a standard jet tracer, Cj, which, at the z = 0 boundary, is set
to 1 inside the jet inlet and O everywhere else. This tracer is evolved
as a passive scalar according to the equation

a(pCy)
- L= V. (oCpp). @)

Mixing of jet material with the background will dilute this quantity.
Domain cells that have a tracer value of greater than 10~ are
considered majority jet material and so are labelled as within the
jet cocoon (see also Section 3.3). The bow shock is identified by
searching inwards for a doubling in pressure. Material enclosed by
the bow shock but outside of the jet cocoon is labelled as shocked
ambient material. We checked visually that both our approaches
were effective at identifying the bow shock and contact discontinuity,
and an example is demonstrated in Fig. 1. The background medium
remains undisturbed until the bow shock passes through it, and is not
relevant for this investigation.

2.1.3 Ambient medium

To simulate the medium surrounding an AGN, we set the background
density using an isothermal ‘beta’ model or King profile with core
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Ambient
Medium

p4(2), P, = const

Jet Nozzle

!

Figure 1. Diagram showing the basic set-up of the simulation and the
identification of the different zones described in the text (cocoon, SAM,
and ambient medium, shown in different colours) for one of the snapshots
shown later in Fig. 3.

radius r, = 50 kpc and 8 = 0.5 such that

w
S S

- 2
1+(>] . ®)
re

These adopted values of r. and B are fairly typical for the envi-
ronments of radio-loud AGN studied by Ineson et al. (2015). In
contrast to some other studies, we use a uniform pressure background
with P, = 6 x 107° Py = 3.24 x 107 dyne cm~2. A uniform
pressure is not physically realistic, because the pressure decreases
with radius in group and cluster environments (e.g. Arnaud et al.
2010; Sun et al. 2011). However, in the PLUTO RHD module the
gravitational potential in the momentum equation is not well-defined,
and any pressure gradient in the atmosphere must be balanced by a
gravitational potential to keep the atmosphere stable. In practice,
our choice here does not make much difference to the results — we
found that runs with and without a realistic pressure gradient and
balancing gravitational force produced very similar structures and
morphologies, albeit with differences in advance speed at the ~10
per cent level.

p(r) = po

2.2 Synthetic jet power time series

To model jet variability, we follow Matthews & Taylor (2021) in
assuming that the jet power varies according to a time series with
certain pre-specified statistical properties. To generate the time series,
we use the method described by Emmanoulopoulos, McHardy &
Papadakis (2013) and implemented in Python by Connolly (2016)
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to generate a series of powers Q(#). To properly characterize our
spectrum we require p(Q), the probability density function (PDF)
and S(f), the power spectral density. The parameters of this time
series — which control the variability of the simulation — are:

(i) Median jet power: Qy = 10 erg s™!

(ii) PSD frequency index: oy = 1
(iii) Variability: o (free parameter)
(iv) Random number seed: i (free parameter).

The median power, Qy, could take many values as, observationally,
jet power spans a wide range. We select a median power close the
canonical FRI-FRII divide and comparable to the average jet power
reported by Yang & Reynolds (2016). We keep Qo fixed both to
restrict our parameter space and because we are interested mostly in
the relative impact of the variability parameter o.

The PSD defines the magnitude of frequency components in our
light curve, as follows:

S(f) o f7. (6)

In setting oy = 1 we adopt a pink/flicker noise power source,
motivated by the CCA model (Gaspari 2016) and the general fuelling
arguments presented in the introduction. Based on the same studies,
we use a lognormal distribution of jet powers, so the jet power PDF

p(Q) obeys
1 (In Q — In Qp)?

exp |— .

V2o Q P 202

Our use of a lognormal distribution means that the moments of the

PDF differ from that of a standard Gaussian. Matthews & Taylor

(2021) discuss the behaviour of lognormal distributions further in

the context of jets and particle acceleration, specifically exploring

how the mean Q and mode Mo(Q) diverge from the median with
increasing o, according to the equations

p(Q) =

(O]

2
0(0) = Qoexp ("7) Mo(Q) = Qo exp (—0?). ®)
In our grid of models we vary o between 0 and 1.5, so as to compare
the effects of variability on the jet’s evolution. The other controlling
parameter we use to distinguish simulations is the random seed.
From our jet power series, we can assign a jet power at each time
step of the simulation. In RHD (e.g. Taub 1948; Landau & Lifshitz

1975; Wykes et al. 2019), the jet power is given by

0 =mrky |1y (1= 1) p® + —21r2p)| | )
’ Vad — 1

where y .4 is the adiabatic index, T'j is the jet inlet bulk Lorentz factor
and vj, pj, Pj, and r; are the jet beam velocity, density, pressure and jet
width (1 kpc). This equation technically holds only if the jet quantities
are homogeneous across the inlet, but our smoothing function is
suitably steep for this to be a reasonable approximation. As our
jet beam is highly supersonic, we neglect the energetic contributions
from the pressure, and solve for I' numerically by inverting the above
equation. Thus we are able to pre-generate time series containing the
proper I'; values provided the simulation parameters 7, po, and rj are
specified. This time series is used by PLUTO at each time step to set
the jet inlet boundary condition.

2.3 Simulation grid

Our simulation grid comprises 16 models in 2D and one fiducial 3D
model, with the results described in Sections 3 and 4, respectively.
Each variable jet model is described by two free parameters, o and
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Figure 2. Synthetic jet bulk Lorentz factor time series used in this work,
for the four different random number seeds and values of o € (0.5, 1, 1.5).
Each panel shows a given seed, with the opacity of the line decreasing for
increasing .

the random number seed i. To avoid time series with very large
spikes, which could occur very early or late in the simulation, we
restricted our models by requiring that, for the highest o, the bulk
Lorentz factor did not exceed 15, and that the cumulative energy £
= f Q(t)dt deposited in the first or last 30 Myr of the time series did
not exceed 60 per cent of the total energy. Selecting the first four
seeds to meet this criteria, we used random number seeds 22, 40, 43,
and 50 for our investigation. With these choices, our simulation grid
is defined as follows:

(1) 12 variable models spanning
o €{0.5,1.0,1.5},i € {22, 40, 43, 50}

(ii) One model with constant power Oy (the median power)
(iii) Three models with constant power Q(o ), the mean power for
each value of o used in the variable models.

The random number seed i only applies to variable models. The
time evolution of the input Lorentz factor in each of the 12 variable
models is displayed in Fig. 2, with decreasing opacity indicating
increasing variability. All of the simulations were run on the Univer-
sity of Cambridge’s high performance computing system, using the
Peta4 supercomputer run by the Cambridge Service for Data-Driven
Discovery (CSD3). Each 2D model was parallelized [using Message
Parsing Interface (MPI) parallelization] across 64 cores and ran for
~90—120 min, whereas the 3D model was parallelized across 504
cores and run for 212 h (26048 core hours).

3 AXISYMMETRIC 2D RESULTS

We begin by describing results from our small grid of axisymmetric
2D simulations, focusing particularly on how the dynamics and
morphology of the jet-cocoon system varies for different values
of o and different random number seeds.

MNRAS 523, 2478-2497 (2023)

3.1 Overall behaviour and qualitative description

To examine the overall behaviour of our jets, we first focus on the runs
with the most dramatic variability o = 1.5. We show the logarithms
of density and pressure at + = 32.6 Myr in Fig. 3 together with
the jet power time series for each run. The general structure of the
cocoon—jet system is similar to that produced in other simulations.
The jet inflates a low density, high pressure cocoon and drives a
bow shock into the ambient medium. Mixing at the cocoon—-SAM
interface proceeds via Kelvin—-Helmholtz instabilities, increasing the
density in the cocoon and creating a ragged, turbulent edge to the low
density bubble. The jet deposits mechanical energy in a termination
shock, establishing a pressure gradient between the jet head and
cocoon, which drives strong backflows. Deep inside the cocoon, the
plasma is transonic or subsonic, and the environment is characterized
by gentle turbulence and vorticity. Prominent vortex rings can be
seen in a few cases (for example in the second panel from the left).
Overall, the general behaviour of the simulations is similar to the HD
simulations carried out to date that we described in the introduction.

Despite this consistent general behaviour, we can already see some
of the impact of jet variability. Although the jet power time series have
statistically similar properties in each of these four cases, the precise
locations of peaks and troughs leave a clear imprint on the cocoon
and bow shock morphology. Generally speaking, wider regions of
the cocoon can be mapped to corresponding spikes or ‘outbursts’ in
the jet power or Lorentz factor. This behaviour was already seen to
an extent in our semi-analytic work (Matthews & Taylor 2021), and
the phenomenon of bubbles linked to jet outbursts has been observed
in simulations of intermittent jets (e.g. Mendygral et al. 2012; Yates
et al. 2018; English et al. 2019). To examine the shape of the bow
shock more concretely, we show its location over time in Fig. 4, at
1.31 Myr intervals. The panels match those in Fig. 3 and the colour-
coding denotes the simulation time. The spacing of the lines in the
vertical direction gives us a feel for the advance of the jet — powerful
outbursts lead to fast advance speeds, but these outbursts also leave
a lasting imprint in the bow shock morphology. This is one of the
first results of our work: the bow shock and, to a lesser extent, the
cocoon, retain a memory of the jet outburst history, implying that
radio galaxy morphologies could be used as a tool for understanding
AGN fuelling and jet variability on 2 Myr time-scales.

3.2 Measuring morphological evolution

We make use of three different quantities to characterize the mor-
phology of the bow shock: the jet length, £, the axial ratio .4, and
the sphericity, W. The axial ratio is defined as A = £/W, where
W is the width of the bow shock at the jet base. Sphericity is, as
the name suggests, a measure of how spherical an object is and was
introduced by Wadell (1935) to quantize the shape of quartz crystals.
Specifically, sphericity is the ratio of a 3D shape’s surface area to
the surface area of a sphere with the same volume as the shape. It is
bound from above by 1, with smaller values indicating less spherical
shapes; for reference, a tetrahedron has ¥ ~ 0.67 and a hemisphere
has W =~ (0.79. We calculate sphericity by identifying the bow shock
boundary and evaluating the volume V and surface area S,
75 (6V)3

v = S , (10)
where the volume and surface area are evaluated over both hemi-
spheres assuming a perfectly reflected shape about z = 0.

InFigs 5 and 6, we show L, A, and W from left to right as a function
of time for our simulation grid. Every member of the simulation grid
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Figure 3. The effect of historical jet variability on the jet—cocoon system. The bottom panels show snapshots of (logarithmic) density and pressure at r =
32.6 Myr from each of the o = 1.5 simulations. The top panels show the corresponding jet power time series, with colours matching those in Fig. 2. The colour
maps show the logarithm of P/Py and p/po where Py and pg are the simulation units of pressure and density, respectively. In general, jets with earlier outbursts
inflate wider jet bases, while recent outbursts create bulges or wider features near the jet head. An animated version of the figure is given in the supplementary

material (fig3_animated.mp4).
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Figure 4. The impact of jet variability on bow shock morphology. The bottom panels show the outline of the bow shock at 1.31 Myr intervals from each of the
o = 1.5 simulations, colour-coded by . The top panels show the corresponding jet power time series, with the same colour-coding. Both the order of panels

from left to right, and the final outline shown (¢ = 32.6 Myr), match Fig. 3.

with o > 0 is shown in each panel, but we highlight runs with a
fixed RN seed, i, and varied o in Fig. 5 and we highlight runs with
a fixed o = 1.5 and varied i in Fig. 6. In Fig. 5, we colour-code
the highlighted lines by the value of logio(I";) to show the periods
of high and low activity. High power episodes correspond clearly to
steeper gradients in £ (faster advance speed v,gy = dL/dt), whereas
in quiescent periods the gradient is shallower and in some cases
approaches a Sedov—Taylor like scaling of £ oc t/°. High power
episodes also lead to sharp increases in the axial ratio A as the

jet advances rapidly with only modest lateral expansion. Similarly,
the sphericity, W, decreases quickly in periods of high activity and
relaxes or increases in low power periods. The overall dynamics
of the jet are similar to the swimming action of a jellyfish (e.g.
Rakow & Graham 2006) — in periods of high activity the jet head
narrows and the jet advances forwards quickly; then, if/when the jet
power drops, the cocoon expands laterally, gradually becoming more
spherical and advancing more slowly. This behaviour imprints itself
on the morphology of the jet as a whole, as can be seen in Fig. 3,
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Figure 5. The impact of variability parameter o on jet and cocoon morphology. The panels show, left to right, the length of the jet, axial ratio of the cocoon
and sphericity, as a function of time. All the simulations in the 2D grid are plotted as translucent grey lines, with the different values of o for one specific
random number seed highlighted in colour. For each non-zero o, the colourmap shows the bulk Lorentz factor of the jet at the jet inlet, I';, with lighter colours

corresponding to higher T';.
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Figure 6. As Fig. 5, but showing the impact of random number seed on jet and cocoon morphology. The panels show, left to right, the length of the jet, axial
ratio of the cocoon, and sphericity, as a function of time. All the simulations in the 2D grid are plotted as translucent grey lines, with the four runs with o = 1.5

highlighted in colour.

where, as mentioned above, the bow shock and the cocoon both
retain some memory of the outburst history. Wide structures at the
base are present in simulations with an early outburst, whereas wide
structures near the jet head correspond to recent periods of powerful
activity.

The response of the jet to power variations — and the relative dom-
inance of forward versus lateral motion — can be readily understood
in terms of the relative importance of hot-spot pressure and average
cocoon pressure. The former is determined by the instantaneous
ram pressure of the jet at the termination shock, whereas the latter
is an integrated quantity set by the total energy injected into the
cocoon divided by the volume, less the P dV work done on the
surroundings. Thus, in periods of fast advance we expect the largest
pressure difference between the hotspot and cocoon. This pressure
gradient is also responsible for the creation of backflow from the jet
head into the cocoon as discussed in the next subsection.

The possible parallels between Sedov—Taylor blast waves and
intermittent jets are worth discussing. Truly intermittent or dormant
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sources can show a quasi-spherical Sedov—Taylor-like expansion if
they are overpressured with respect to their surroundings (Reynolds
et al. 2002; Yates et al. 2018; English et al. 2019); then, once
pressure equilibrium with the surroundings is reached, a transition to
a buoyant rising bubble occurs (Reynolds et al. 2002). The cocoons
in our simulations are always overpressured, so we never observe
this buoyant phase. A true Sedov—Taylor phase is also rare, as can be
inferred from the left-hand panels of Figs 5 and 6; there the canonical
L o< t*/3 Sedov-Taylor scaling is plotted in a dotted line. Although
the length evolution sometimes starts to approach this scaling, in the
majority of cases the jet advance is much faster than %>, A notable
exception can be found in the seed 50, o = 1.5 simulation (red
line, Fig. 6, where, at around 24 Myr a sudden injection of energy is
followed by a Sedov-Taylor phase that approaches the self-similar
slope. The relative scarcity of Sedov—Taylor phases can be partially
attributed to our choice of jet power PSD; a set of more discrete
outbursts or a redder PSD slope would lead to behaviour resembling
a series of short impulses and allow Sedov phases to occur. In
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Figure 7. Simulation snapshots, from left to right, at 4.56 Myr intervals for i = 43, o = 1.5. Each pair of colourmaps shows the logarithm of the Mach number,
log;o M (left), and the vertical velocity component v_/c (right) on a symmetric logarithmic colour scale. The corresponding figures for i = 40 and o = 0.5 are

supplied in the supplementary material.

supernova remnants, the approach towards self-similarity can be slow
(e.g. Bell 2015). In our simulations, the pink noise spectrum adopted
means that jet power spikes occur quite frequently and the system
does not have time to relax towards the self-similar solution. This
behaviour highlights the general link between morphology and the
power spectrum of AGN accretion, a link which we discuss further
in Section 6.1.

3.3 Dynamics: backflow, shocks, and turbulence

Jets can create strong, supersonic backflows — flows away from
the jet head towards the jet launch point — with velocities an
appreciable fraction of ¢ (Reynolds et al. 2002; Mignone et al.
2010; Cielo et al. 2014; Matthews et al. 2019a). Backflow is an
important process in radio galaxy cocoons; for example, it deposits
mechanical energy in the lobes and creates turbulence and vorticity
(e.g. Falle 1991), transports radiating particles (Turner, Shabala &
Krause 2018), and can produce shocks and accelerate particles (Bell,
Matthews & Blundell 2019; Matthews et al. 2019a; Mukherjee
et al. 2020). Backflows may also be important for explaining
complex morphologies; for example, they are a credible explanation
for ‘X-shaped’ radio galaxies (Leahy & Williams 1984; Hodges-
Kluck et al. 2010; Hodges-Kluck & Reynolds 2011; Cotton et al.
2020).

Our simulations do produce fast, supersonic backflows, as ex-
pected, which can be seen in the upper panels of Fig. 7, showing
vertical velocity, v,, and Mach number, M. Characteristically, we
see a backflow extending a significant distance, between 10 per cent
and 50 per cent of the jet length, back towards the jet inlet. This
backflow is at least partly supersonic and the phenomenon of ‘vortex
shedding’ is prevalent. Indeed, the general behaviour is a gradual
transition from a focused supersonic beam to a subsonic or transonic
turbulent medium made up of vortex rings and eddies. Despite this
general behaviour, there is clear diversity in the detailed dynamics
of the backflow and the scale length over which the backflow loses
its identity.

To examine quantitatively how the properties of the cocoon
backflow change over time, we define the maximum backflow
velocity as

Uback = max(_vz,c) (l ])

0 5 10 15 20 25 30
t (Myr)
Figure 8. An illustration of how jet advance and cocoon dynamics respond
to input power variations for i = 43, o = 1.5. Top: comparison of true shock
front advance (black, left axis) to relativistic momentum at jet inlet. The jet
inlet values are delayed by a characteristic jet traveltime, crudely estimated
as L/vj, the ratio of instantaneous jet length, and jet inlet velocity. Bottom:
comparison of the maximum backflow velocity (red, left axis) and range of
cocoon pressures (blue, right axis), over the same time period as the top
panel. Periods of strong backflow occur when pressure gradients are large,
which in turn occur when the jet power is in a high state. In both panels, the
dotted vertical lines mark 4.57 Myr intervals, for which snapshots are plotted
in Fig. 7.

and we define the pressure range in the cocoon as
AP. = max(P,) — min(P,). (12)

In both these equations, the ¢ subscript denotes a cocoon value,
and corresponds to having a jet tracer value that satisfies 0.95 >
Cj > 107*. The adopted threshold of 10~ is somewhat arbitrary,
since the cocoon—SAM interface is a complex mixing layer, and was
chosen by eye so as to roughly delineate the low density cocoon. We
experimented by changing this threshold and found our results are
not sensitive to its precise value as long as it is in the approximate
range 1073-107°. The evolution over time of vy, and AP, is shown
on twin axes in the bottom panel Fig. 8. The pressure difference is
strongly correlated with the advance speed and input jet velocity.
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At early times, the backflow speed is also correlated well with the
pressure difference AP, but at late times this correlation starts
to break down. This apparent decoupling is partly a result of our
adopted definition of AP, since the minimum pressure can be deep
in the cocoon and offer limited information on the pressure gradient
governing backflow near the jet head; however, the phenomenon of
fast, persistent backflow at late times is more generic.

Our results show that fast backflows are preferentially produced
during periods of powerful jet activity and fast advance — as
would be expected superficially from Fig. 7). However, in addition,
we have shown that the backflow dynamics are likely to depend
sensitively on the detailed shock and instability physics relating to the
complex backflow—jet interaction, rather than just the macroscopic
pressure gradient. Mizuta, Kino & Nagakura (2010) have explored
the backflow—jet interaction in detail. They found that when the jet
advance speed is slow compared to the hotspot sound speed (as is
generally the case for the light jets modelled here), a bent backflow
results and oblique shocks are formed near the jet head. This complex
behaviour could be enriched further by variability and may explain
some observed features in radio galaxy images and spectral index
maps (see Section 6.2).

3.4 Energetics

To consider how energy is partitioned in the system, we calculate
the lab frame kinetic (K) and internal (U) energies in the cocoon
and shocked ambient medium (denoted with subscripts ¢ and s,
respectively). Kinetic energies are calculated as

K=3 L@ =AY, (13)

where AV is the cell volume and 7 is a cell index. The total internal
energy U is calculated from

U= Tipe)AV,, (14)

where the rest frame internal energy density in each cell, pe, is
calculated by inverting the Taub—Mathews equation of state (Taub
1948; Mignone & McKinney 2007), giving the equation

1
pe=> (3P—2,062+\/(3P—2p62)2+ 12Ppc2)- (15)

For both U and K, the sum is over all cells within the the relevant
region (cocoon, jet, SAM; see Section 2.1.2), as indexed by the
subscript n. Note that K + U is not actually a conserved quantity
for I' > 1 (as can be inferred from equation (3)); however, for
our purposes most of the internal energy is contained within non-
relativistic plasma and so K + U is fairly close to the sum of the total
energy E. In addition, the results are almost identical if the I"> term
is omitted from equation (14).

In Fig. 9, we show the evolution of K., U,, K, and U in the four o
= 1.5 simulations, with the corresponding Lorentz factor time series
also shown. The differing responses of the energy reservoirs to the jet
power variations are apparent from these plots. The kinetic energy of
the cocoon (which is generally dominated by the kinetic energy of the
jet) is essentially a smoothed version of the input power time series,
as we would expect. This energy is transferred into cocoon internal
energy, U., which responds with a slight delay, and more slowly,
compared to K.. Although the general trend is for U, to increase
over time, there are occasions where the value of U, decreases, as
the amount of work done via PdV expansion exceeds the rate of
energy input from the jet. The overpressured cocoon is responsible
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for driving the bow shock into the ambient medium, and thus the
energies in the shocked medium, U, and K, gradually increase over
time with a slower response still.

In simulations of steady jets, the ratio of the internal energies and
kinetic energies between the cocoon and shocked medium (U,/U; and
K. /K;) are generally close to unity and roughly constant with time
(Hardcastle & Krause 2013). Our simulations show that variability
can disrupt this close coupling of cocoon and shocked medium
energies. Shortly after jet outbursts, the internal energy of the cocoon
increases rapidly and can dominate over U;. The ‘thermalization’ of
jet kinetic energy into cocoon internal energy, i.e. K. — Uj, takes
place on roughly a jet crossing time £/v; &~ L/c. On long time-
scales, U is generally dominant. The cocoon energetics are generally
more sensitive to recent activity (over the last few Myrs), whereas the
shocked medium acts as a calorimeter and tracks the overall energy
input. These results have implications for observational estimates
of jet power and scaling relationships between jet power and radio
luminosity, which we explore further in Section 5.2.

4 RESULTS FROM A FIDUCIAL 3D
SIMULATION

We now present results from a single ‘fiducial’ 3D simulation, with
i=40and o =1.5.

4.1 Comparison with 2D results

We begin by comparing our 3D results with the appropriate 2D
simulation with the same o and RNG seed. In the 3D run, we
encountered some numerical problems in which unphysical (negative
density or pressure) states were occasionally produced in a few
cells. These problems can be produced in the presence of strong
gradients (see e.g. Appendix B of Mignone et al. 2012), and so in
some sense it is not surprising that introducing variability in the
jet Lorentz factor — which is sometimes quite dramatic — creates
numerical issues. We attempted to fix this with the inbuilt PLUTO
procedures that re-solve the Riemann problem in and around problem
cells with a more dissipative scheme, and while this improved
the stability somewhat, we still found occasional problem cells.
To circumvent these issues, we tried very slightly smoothing the
Lorentz factor time series, and found this did allow our simulation
run to completion without problems within the 200 kpc long domain.
We smoothed the time series with a Savitzky—Golay filter with
a window length of 7 data points (0.7 Myr) using a third-order
polynomial. Our approach here is slightly crude, but it allows us to
produce a simulation with the desired overall qualities and only subtly
different quantitative outputs, leaving the overall science results and
astrophysical implications unaffected.

In the left-hand panel of Fig. 10, we show a comparison of the jet
length and sphericity measured from the 3D simulation as compared
to the 2D simulation. We focus on sphericity here rather than the more
familiar axial ratio, because it does not require choices about where
to evaluate the jet width and provides a simple metric to describe
complex morphologies. The length and sphericity evolution of the
3D simulation closely tracks the 2D simulation, in general, although
the 3D simulation is slightly more variable in terms of its advance.
At t ~ 25 Myr, correlating with an increase in I'j the 3D simulation
starts to advance more quickly than the 2D simulation (leading also
to a corresponding drop in sphericity). Differences in advance speeds
between 2D and 3D simulations are expected. The relaxation of the
axisymmetric assumption means that 3D effects within the beam
such as helical motion or ‘wobbling’ can act to speed up jet head
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Figure 9. Partitioning of energy by region and type (internal or kinetic) for the most variable (¢ = 1.5) members of the 2D grid, separated between subplots
by seed. The central plots show the growth of the various energy reservoirs energies over time, split between the internal energy of the SAM (Uj), the kinetic
energy of the SAM (Kj), the cocoon internal energy (U,), and the cocoon kinetic energy (K.). The cocoon includes the jet itself and so K, is usually dominated
by the jet kinetic energy. The outer panels show the time series of logjoI"j in each case. Comparison of the outer panels to the relevant central panel shows the
response of the jet, cocoon, and SAM material to the input power variations. In the lower left-hand panel, an inset figure shows a zoom in of the response of the
various energy reservoirs to a jet impulse, showing how the cocoon responds quickly whereas the SAM responds more slowly.

propagation (Aloy et al. 1999; Perucho et al. 2019), so a difference in
jet propagation at some level is not surprising. It is also possible that
the slightly different resolutions in the two simulations (0.3125 kpc
in 3D versus 0.195kpc in 2D), could lead to some differences in
advance speed as has been found in other numerical studies (Krause
& Camenzind 2001; Donohoe & Smith 2016). The overall qualitative
agreement of the length and sphericity evolution here suggests many
of our main science conclusions from the 2D simulations can be
generalized to a more realistic 3D system.

To test this statement further, we can also examine the morphology
and dynamics of the jet—cocoon system to see if the 2D phenomenol-
ogy holds in 3D. In the right-hand panel of Fig. 10, we show the
logarithmic density from two snapshots of the simulations, with the
2D and 3D versions plotted side-by-side. In the earlier snapshot, the
shape of the bow shock and structure of the cocoon-SAM interface
are extremely similar. Turbulent mixing is proceeding in a similar
way in both cases and the ragged cocoon edge bears an obvious
cosmetic similarity. The later snapshot corresponds to the period
when the 3D simulation has started to outstrip the 2D one, and so in
this case the striking similarity is no more. The 3D jet is significantly
longer and has a different structure near the jet head. However, we
take these results as evidence that the qualitative behaviour, and the
main scientific results from Section 3, are indeed applicable to 3D.

4.2 3D Dynamics

To examine the dynamics of the 3D simulation, we show the vertical
velocity component (v,) and logarithmic of the Mach number,
log M in Fig. 12. The figure is a rough analogue to Fig. 7. The
plots show slices through the computational domain at y = 0, with
time-stamps from left to right from 10.4 to 26.1 Myr at 2.61 Myr
intervals. By moving to a 3D Cartesian grid with imposed density
pertubations, the azimuthal symmetry is broken and the simulation
has an asymmetric backflow. In addition, the jet is able to wobble
and undergo helical motions. Discussions of 3D backflow dynamics
and the breaking of aximuthal symmetry are given by other authors
(e.g. Matthews et al. 2019b), so here we instead focus mostly on the
aspects of the simulations specific to this setup and induced by jet
variability.

The results shown in Fig. 12 are once again qualitatively rather
similar to those from the 2D simulation. Fast, supersonic backflow
is ubiquitous in time, but there is diversity in the detailed behaviour.
In high-power periods (as in the 15.7 and 26.1 Myr panels),
the backflow can extend in a fairly coherent manner for nearly
100 kpc, with transonic turbulence being induced deep into the
cocoon. The (qualitative) vorticity of the flow is different in 2D
and 3D as expected since any vortex rings are not constrained to
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Figure 10. Left: morphological evolution for 3D simulation as compared to 2D simulation with same input jet power time series. The length, £, and sphericity,
W, are plotted over time, showing that, in general, the 2D and 3D simulations show similar behaviour and agree well. Right: the logarithm of density, on the
same colour scale as Fig. 3, in the 2D and 3D simulations, at 19.58 Myr (top) and 26.11 Myr (bottom). At early times the shapes of the cocoon and bow shock
are extremely similar, but in the later snapshot the 3D simulation starts to advance significantly more quickly.
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Figure 11. Space—time plot of the logarithm of the pressure along the 3D
simulation jet column. We plot, as a colour map, the pressure profile along
the central jet column at 0.065 Myr intervals throughout the 3D simulation.
The purpose is to visualize the time evolution of the shock structures and
pressure changes along the jet beam.

move only in two dimensions and are more complex in shape (see
e.g. Melander, Overman & Zabusky 1987). Falle (1991) gives a
thorough discussion of vortex shedding in a steady jet simulation,
including its impact on jet propagation and self-similarity. Falle
(1991) also estimates a vortex shedding time-scale, finding the
process should be most important earlier in the jet evolution. We
instead find that, in this specific simulation, a degree of vortex
shedding and turbulence appears to be prevalent late into the jet
evolution due to the increase in power at ~24 Myr. Although the
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generation of vorticity and turbulence is not the primary focus of
our work, our results imply that jet variability has an interesting
impact on the induced turbulence and vorticity. The fact that this
turbulence also interacts with the jet itself creates the intriguing
possibility that any ‘feedback’ here is emphasized during high-power
episodes.

There are also a few phenomena specific to variable 3D jets, which
are worth discussing. The jet is no longer restricted to axisymmetric
motion, which means that helical motion can occur and instabilities
can develop. These 3D HD effects have been studied by various
authors (e.g. Aloy et al. 1999; Hughes, Miller & Duncan 2002;
Perucho et al. 2010) and can affect the stability of the jet beam
and advance speed of the jet—cocoon system. The additional factor
introduced here is that jets are more likely to be stable during high-
power episodes. In some low states, for example in the 18.3 Myr
panel of Fig. 12, the jet is disrupted, the backflow is weak or non-
existent, and the jet fails to reach the end of the cocoon. This shows
that jet variability can lead to intermittent power supply to the cocoon
head, leading in turn to intermittent hotspots and an advance speed
that is decoupled from the instantaneous jet power. We refer to these
episodes as ‘jet discontinuities’ and note their potential importance
for the FRI/FRII dichotomy and hotspot prevalence in radio galaxies
(see Section 6.2). A simplified interpretation would be that for a jet
to propagate undisturbed to the end of the cocoon its ram pressure
must significantly exceed the thermal and non-thermal pressure in
the cocoon. In reality, the disruption physics is more complex and
depends on the growth-rate of helical modes within the jet beam as
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Figure 12. Jet and backflow dynamics in 3D, from a slice through the computational domain at y = 0. Top: vertical velocity component v,. Bottom: logarithm
of the Mach number, log;q M. Left to right panels show different time-stamps at regular intervals. In most cases, fast, supersonic backflow is present and a
supersonic jet remains collimated until the edge of the cocoon. However, in some cases, such as in the middle panel, the jet has insufficient ram pressure or
thrust and so a ‘disconnection event’ occurs (see text for further discussion). Animated versions of the top (figl2_vz.mp4) and bottom (fig12_mach.mp4) panels

of this figure are given in the supplementary material.

well as the details of the jet—cocoon interface. With strong magnetic
fields, the situation is similar but dictated instead by the growth of
the magnetic kink instability, which is not captured in our purely HD
simulations (see Section 6.4).

The jet variability also affects the internal structure of the jet
and in particular the location and time evolution of internal and
reconfinement shocks within the beam. To illustrate this, we show
a ‘space-time’ plot of the logarithmic pressure in the central jet
region in Fig. 11, where thin vertical profiles are plotted over time
at 0.065 Myr resolution. The plots allow the visualization of the
location of the reconfinement shocks within the jet and also their time
evolution, while the envelope of the high pressure region shows the
location of the bow shock. The reconfinement shocks can be picked
out in the image through stripes in the pressure, which are quasi-
periodic along the jet length. However, the characteristic wavelength
of these structures changes as the jet varies and the reconfinement
shocks typically move upwards as the jet power increases. The
appearance of a bright termination shock correlates with periods
of fast advance and high power, as expected. The jet variability also
leads to propagating internal shocks within the jet beam; a prominent
example starts at 7 Myr and forms a diagonal structure in the space—
time plot. Some of the results are similar to those reported by Gémez
et al. (1997), who found that velocity perturbations in jet beams

could create knot-like structures of synchrotron emission moving at
a superluminal apparent velocity. The implications of these internal
shocks, which are interesting as sites of particle acceleration, are
discussed further in Section 6.3.

5 OBSERVABLE PROPERTIES

We do not include a detailed model for the synchrotron electrons or
magnetic fields in our simulations, but we can never the less make
an estimate of the synchrotron emission produced by our simulated
jets using a pseudo-emissivity. Following a standard approach in the
literature, we start by assuming that the energy density of the non-
thermal electrons is U, and the energy density of the magnetic field is
related to this by a partioning factor n, such that Ug = 1, U,. In this
case, for a power-law distribution of non-thermal electrons, it can be
shown (e.g. Longair 1994) that the synchrotron emissivity j, obeys
juocP4 T34 where ¢ is the electron spectral index. We assume that
minimal particle acceleration takes place outside the jet and cocoon
material, so multiply the emissivity by the jet tracer Cj, giving a
pseudo-emissivity

jpseudo = Cj pa+s/4 .
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Figure 13. Left: luminosity-size (‘P-D’) diagram showing the impact of jet variability. The monochromatic radio luminosity at 144 MHz is plotted against
largest linear size in kpc. Each colour corresponds to a different value of o, and each variable jet is compared to a steady jet with the same mean jet power.
Right: fractional standard deviation of log L144, Z10g 1,,, as a function of o, designed to influence the typical ‘scatter’ in radio luminosity for a given level of jet
variability. For comparison, we show lines of proportionality of g 1,,, & 0 and Ziogr 4, o938 The dependence is approximately linear and only a modest
0.2 dex scatter is produced for low o runs. The colours of the lines for the different seeds match those in Figs 2 and 3.

This quantity must be converted from simulation units to physical
units using an emissivity unit j, that is given by

q+ q+5

. -1 4 _ais
Jo = A(q, Ve, min>» ye,max)qu n ¢ (1 +77b) q4 PO4 ) (17)

where A(q, ¥, min, and ¥, max) is a function of ¢ and the minimum
and maximum Lorentz factors of the electrons, ¥, min and ¥ max-
The full equation in units of specific luminosity per unit solid angle,
equal to joL3/(4r), is given by Hardcastle & Krause (2013). We
follow Hardcastle & Krause (2013) in taking g = 2.2, slightly steeper
than the canonical shock acceleration value of ¢ = 2; this choice is
appropriate for particle acceleration at relativistic shocks (Achterberg
etal. 2001; Kirk & Dendy 2001), and also reproduces a fairly typical
synchrotron spectral index of @ = (¢ — 1)/2 = 0.6. We do not include
anon-radiating pressure component in our simulations, which is akin
to assuming that non-thermal electron acceleration is very efficient
and that there is not a dominant hadronic component to the pressure.

We compute the emissivity and monochromatic luminosity at
144 MHz, for comparison with results from the low-frequency
array (LOFAR) and in particular the LOFAR two-metre sky survey
(LoTSS; Shimwell et al. 2017), which has provided an unprecedented
census of radio emission from AGN jets at these frequencies (e.g.
Hardcastle et al. 2019). In addition, our approach, which neglects
the impact of synchrotron cooling, is more likely to be a good
approximation at these low radio frequencies, because they are
probing slower cooling electron populations than, say, 1.4 or 5 GHz.

5.1 Luminosity-size evolution

The left-hand panel of Fig. 13 shows the luminosity-size evolution
for three different values of o and a single seed, as compared to steady
jets with the same mean jet power (Q = Q(c)). Unsurprisingly, the
jet power variability introduces significant variation in the predicted
radio luminosity. To quantify this variation, we can compare the
luminosity of the variable jet, Lis4, var(o, ?), to the luminosity of
the steady jet with the same mean jet power, Liag, scady (0, 1). We
then compute the fractional standard deviation in logarithmic space,
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which we define as

Lisg var(o, t
Siog L1 (@) = SD {logm (”“7())] , (18)

L144,sleady(0'v t)

where SD is the standard deviation (calculated across time bins).
Yiog L144 can be though of as the characteristic scatter in logarithmic
luminosity introduced by jet variability with an amplitude o. We
show jog 1,4, as a function of o for each RNG seed in the right-hand
panel of Fig. 13. We find an approximately linear relation between the
two (trend-lines of Zigz,,, o and Tiogyr,,, o 0¥ are shown for
comparison). Although the the scatter in radio luminosity compared
to the steady jet case can be dramatic, for for o = 0.5 it is relatively
small, around 0.2 dex. Similarly, there is quite a close correspondence
between the luminosity-size tracks from a steady jet and the o = 0.5
simulation. We discuss these results in the context of specific models
of AGN fuelling in Section 6.1.

5.2 Jet power-luminosity relation

The power of AGN jets is an important quantity for understanding
their role in AGN feedback (e.g. Dubois et al. 2010; Antognini,
Bird & Martini 2012; Mukherjee et al. 2016) and pinning down the
relationship with the accretion disc and BH (e.g. Sikora, Stawarz
& Lasota 2007; Blandford, Meier & Readhead 2019; Davis &
Tchekhovskoy 2020). Estimating jet power is challenging (see
Hardcastle & Croston 2020). Godfrey & Shabala (2013) estimate jet
power based on inferred physical conditions in radio galaxy hotspots,
but it is more common to use the so-called ‘cavity power’, or a closely
related quantity (Birzan et al. 2008; Cavagnolo et al. 2010; Ineson
etal. 2017). The basic approach here is to estimate the total energy or
enthalpy in an X-ray cavity and divide by an appropriate time-scale
for inflation of these cavities, typically a buoyancy time, or advance
time. Plotting this inferred power as a function of radio luminosity
then gives the jet power to luminosity (Q—L) correlation, which can
be used to estimate approximate jet powers in sources without X-
ray cavity constraints, and also probes the radiative efficiency of the
system.
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Figure 14. The scatter introduced into the jet power—luminosity relation
by jet variability. The contours show the kernel density estimate (KDE)
containing 50 per cent, 68 per cent, and 95 per cent of the points, where
the KDE is calculated from the luminosity and mean jet power over time
throughout a single simulation with i = 22 and varying o. The mean jet
power plotted here is not the mean jet power of the entire time series, but is
calculated up to time f, so is given by 7! fot Q(t")dt'. The different coloured
contours therefore illustrate the typical scatter introduced into a jet power—
luminosity relation by variability of a given o. The coloured circles and
errorbars show the mean and standard deviation of the luminosity for steady
jets with constant jet powers with the same mean powers as each of the
variable simulations, while the various lines show the correlations reported
by Birzan et al. (2008), Cavagnolo et al. (2010), and Ineson et al. (2017). For
o = 0.5, the variability has a limited effect with comparable scatter to the
steady jet case, whereas for o = 1.5 the scatter is dramatic; in both cases the
results echo those of Fig. 13.

Flickering variability has implications for this type of jet power
estimate, and the Q—L relation, in two main ways. First, it may
lead to time-scales being under or overestimated depending on the
true activity time and the ratio with, say, the current advance speed.
Second, instantaneous power variability will create corresponding
variation in the luminosity and mean power over time, which can
introduce additional scatter or bias in the power—luminosity relation.

To address the second point concretely, we estimate the scatter
introduced using predictions from our 2D simulations. We take the
144-MHz luminosity from our simulations and calculate the mean
jet power at each time ¢, defined as

~ L[
Q(t)=;/ O(t)dt' . 19)
0

As t — oo, O(t) — O(c) as defined by equation (8), but at earlier
times it depends on the particular time series and exactly when the
jet has high or low power episodes. The results are plotted in Fig. 14,
which shows a kernel density estimate of the results from all of the
i = 22 simulations, for each value of o. In addition, the results from
steady jets with the same (asymptotic) mean jet powers are shown.
For o = 0.5, the scatter in the relation is comparable to that of
the corresponding steady jet, but for more variable jets the scatter
is significant. It is also interesting that the steady jet points line
up so well with, in particular, the trend-line from Cavagnolo et al.
(2010). Such a result suggests that the luminosities we are predicting
are reasonable, but is also consistent with results from Ineson et al.
(2017) and Croston, Ineson & Hardcastle (2018) showing that FRII
radio galaxies do not need a large non-radiating pressure component.
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One might invert the question here and ask whether the large scatter
in Q — Ly44 space for o = 1.5 is already inconsistent with the observed
scatter — if so, it would imply that the characteristic variability in the
population is smaller than in our most variable simulation. In Fig. 14,
we also plot the data points from the representative sample of FRII
radio galaxies conducted by Ineson et al. (2017). The characteristic
scatter in the data is comparable to that fromthe 0 = 1 and o = 1.5
simulations, showing that the data from this sample do not rule out
high levels of variability (although that is not to say they have any
causal connection, either). We note here that the data are obtained
from relatively mature radio galaxies and so the simulation results
might actually be expected to span a wider range of Lj44 and Q than
the observational sample.

5.3 Ray-traced synthetic images

We close our examination of the observational properties predicted
by our simulation by creating synthetic radio images from our
fiducial 3D simulation. To produce synthetic images, we trace rays
through the simulation domain assuming optically thin emission for
a given observer angle, neglecting any relativistic boosting effects.
A selection of images produced using this method is shown in
Fig. 15, for seven different time-stamps and fixed polar () and
azimuthal () viewing angles. In each case, the observed image is
plotted logarithmically with a dynamic range of three decades and a
maximum brightness chosen appropriately for each individual image.

The first obvious conclusion to be drawn from Fig. 15 is that
flickering variability can produce changes in observed morphology
over the course of a radio galaxy’s life. The contrast between the
hotspot and the lobes, the length of the backflow/plume region
extending backwards from the jet head, and knot-like features along
the jet are three examples of properties that evolve. There are
a number of specific features in the synthetic images, which we
highlight:

(1) Hotspot transience: hotspots are not always present in these
simulations, driven by the variability of the jet power. High-power
states lead to FRII-like morphologies with clear hotspots. In low-
power states, not enough power is supplied through the jet, and
either the hotspot is dimmed or the jet does not reach the termination
region and is instead disrupted (the jet discontinuity effect discussed
in Section 4.2).

(i) ‘Lobed FR-I’ morphology and lobe-hotspot contrast: the
intermittency of hotspots means that the degree of edge-brightening
changes — for example, in panel (e), the brightness is more uniform
across the image compared to panel (d), due to a drop in jet power
between the two. This change in brightness distribution is interesting
for the FRI-FRII dichotomy. At times, the morphology of the system
resembles that of a ‘lobed FR-I’ source, in that lobes are present but
the clear hotspot typically associated with FRII radio galaxies is not
present.

(iii) Jet knots and kinks: in some cases, knots can be seen along
the jet length where internal shocks have formed — these knots can be
both quasi-steady or fast-moving. Knot structures can also be formed
close to kinks in the jet, as is particularly apparent in panel c) of Fig.
15.

(iv) Iluminated lobe structure: structure far from the jet head can
be seen in the synthetic images, where the pressure within the lobe is
fairly high. These structures are most visible when the dynamic range
in brightness is lower, and can correspond to interactions between
the cocoon and jet, or other high-pressure regions in the lobe.
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Figure 15. Synthetic radio images calculated from our 3D simulation using the pseudo-emissivity approach defined in Section 5. The ray-traced images are
shown for seven different times at regular intervals, and the brightness is plotted on a logarithmic scale with a 3 dex dynamic range. The images are reflected

about z = 0 to mirror the appearance of ‘classical double’ radio galaxies.

(v) Multiple hotspots and patchy brightness patterns: possible
evidence for multiple hotspots or bright regions in the jet head region
can be seen in panels (c) and (d) of Fig. 15. In addition, the lobe
structure near the jet head can be rather patchy.

We discuss some of the above points further in Sections 6.1 and
6.2.

6 DISCUSSION

6.1 The link between radio galaxies and AGN fuelling

As described in the introduction, the choice to adopt a flicker noise
power spectrum with a lognormal distribution of jet powers here is
partly driven by simulations of the fuelling of the central AGN region.
In particular, the CCA model (Gaspari 2016; Gaspari et al. 2013,
2017) is particularly interesting for our work. Gaspari et al. (2017,
hereafter G17) study CCA using high-resolution hydrodynamical
simulations. G17 show that radiative cooling leads to a multiphase
structure, causing what they refer to as a ‘top-down condensation
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cascade’ of ~10* K filamentary structures. The condensing structures
eventually reach the central sub-kpc region, and the accretion rate
ends up following a lognormal distribution with a flicker noise or 1/f
power spectrum on ~0.1—10 Myr time-scales. As mentioned in the
introduction, this behaviour is indicative of a multiplicative physical
process, similar to that observed on shorter time-scales in AGN and
other accreting systems.

CCA is just one model for how AGN fuelling might proceed, but it
is never the less instructive to consider how it might imprint itself on
AGN jet activity. We do this by directly comparing our considered
jet power time series to the accretion rate distribution predicted in
the CCA simulations of G17. The distribution of accretion rates
reported by G17 is slightly skewed, but is well-approximated by a
lognormal distribution with o = 1/3. If we assume that Q; Mc?
with constant efficiency — and ignore the detailed physics of the
accretion disc — this can be compared to the o values we have
simulated. Under these crude assumptions, CCA should thus produce
variability which is less dramatic than our o = 0.5 simulation,
suggesting luminosity variations compared to steady jets of ~0.2 dex
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(Fig. 13) and fairly small changes in morphology. Thus, if CCA
produces accretion rate modulations of the amplitude suggested by
G17, the imprints on the macroscopic radio galaxy properties might
be rather inconsequential. In the simulations presented by Yang &
Reynolds (2016), the amplitude of variability is fairly similar to that
in CCA (we estimate jet power variations at the o & 0.35 level from
their fig. 1), and so similar conclusions apply.

It is interesting, then, that many radio galaxies do in fact show
spectacular evidence of variability in their observed morphologies,
as discussed in the introduction. In particular, it seems unlikely
that sources like Hercules A, with its distinct ring- or bubble-like
structures, can be produced by the relatively gentle flickering induced
by chaotic fuelling. Similar principles apply to radio galaxies with
clearly separated inner and outer lobe structures, such as Centaurus
A, or double—double radio galaxies. It is likely that higher amplitude
variability, discrete accretion triggers, or redder noise variability has
a role to play in shaping the observed properties of these sources.
Indeed, it is possible there is a continuum of noise properties in
AGN, which depend on the environment, cooling physics, AGN
feedback, and merger history of the host galaxy. To investigate
this, it would be useful to include special relativistic effects in
self-consistent fuelling/feedback simulations (e.g. Yang & Reynolds
2016; Beckmann et al. 2019), and also to predict radio images from
these simulations, perhaps in a range of environments.

6.2 Other observational implications and tests

In addition to the aforementioned morphological signatures, there are
also likely to be more subtle imprints of variability in radio galaxies.
Many of the potential spectral signatures, such as spectral hardening
beyond a cooling break, or spatially distinct populations of electrons
with differing cooling break frequencies or maximum energies, are
discussed by Matthews & Taylor (2021). In a related study, Maccagni
et al. (2020) find evidence of flickering using spatially resolved
synchrotron spectra of radio galaxy Fornax A. As pointed out in
Section 5.3, variability could also have an impact on multiple hotspot
structures, jet knots, and the degree of inhomegenity in brightness,
although it is hard to tell if these features are specifically related to
variability. With this in mind, we note that Mahatma et al. (2023) find
patchy brightness and spectral index distributions in regions of the
lobes close to the hotspot of 3C 34 and 3C, as well as striking jet knot
features in 3C 34 in particular. Multiple hotspots have been observed
in a number of radio galaxies, including Cygnus A (Williams & Gull
1985; Carilli & Barthel 1996; Araudo et al. 2018), and a recent study
by Horton, Krause & Hardcastle (2023) found that jet precession
could create a plethora of multiple hotspot phenomena. We have not
conducted a full investigation on this topic, but our work suggests
that flickering is also important for determining hotspot prevalence
and, possibly, multiplicity.

Jet flickering also has implications for the FR dichotomy. Although
there is not a single jet power that sets the divide between FRI and
FRII sources given the large overlap in radio luminosity (Mingo
et al. 2019), one might imagine that — for a given environment or
cluster richness — there is a critical jet power that basically determines
the FR class. In such a scenario, a variable jet power might cause
the jet to cross this critical power threshold and transition between
morphological classes; in high power states, the jet would remain
well-collimated, then collapse and disrupt if the power drops. We
have observed behaviour along these lines through the jet discon-
tinuity effect and changes in brightness distribution we discussed
in Sections 4.2 and 5.3, respectively. In detail, disruption of the jet
depends on the relative growth rates of instabilities in and aroud the
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jet beam, such as Kelvin—Helmholtz, centrifugal and current-driven
kink instabilities (see Appl, Lery & Baty 2000; Gourgouliatos &
Komissarov 2018; Wang et al. 2023, for discussions), as well as the
entrainment of material from the jet’s surroundings. This topic is
challenging to investigate given the complexity of the entrainment
physics and the difficulties in simulating FRI sources realistically,
but it is an interesting avenue for the future.

There are a few further ways in which evidence of flickering
variability might be searched for observationally, beyond the mor-
phological and spectral signatures already discussed here and by
Matthews & Taylor (2021). A general feature of a flickering jet power
is that the instantaneous jet power is different to the time-averaged
one, meaning that a comparison of different observational measures
of energetics and time-scales may prove fruitful. In particular, we can
think of a couple of possible experiments. First, one could compare jet
powers estimated from the hotspot parameters (Godfrey & Shabala
2013) to those from the lobe energetics. The former will probe the
instantaneous jet power, and so the scatter or systematic bias in these
estimates can encode variability at the population level. Second, a
comparison of the dynamical time-scale inferred from current hotspot
advance speeds with that inferred from spectral ages or maximum
source lifetimes. Such an exercise has been carried out by Kappes
et al. (2019) with LOFAR observations of S5 0836+710, showing
that the advance speed must have been significantly higher in the
past. While this behaviour could be caused by a steady decrease in
jet power or the ambient density profile, the study shows the potential
for studying variability through comparison of the important physical
time-scales or speeds in radio galaxies.

6.3 Particle acceleration and ultrahigh energy cosmic rays

Particle acceleration in AGN jets is thought to take place in sites of
energy dissipation, specifically shocks, reconnection sites and MHD
turbulence (see Matthews et al. 2020 for a review). compared to a
steady jet, variability clearly changes the behaviour of internal and
recollimation shocks as well causing the termination shock to be
intermittent and the backflow and turbulence to change in character
in tandem with the jet power. These changes have a knock on effect
on particle acceleration.

In arecent study, Matthews & Taylor (2021) studied particle accel-
eration in variable jets using a simplified (non-hydrodynamic) model
for the evolution of the jet-lobe system. UHECRS of a given energy £
and charge Z can only be accelerated by astrophysical sources with a
kinetic power Qi 2> Qp.cric = 10* erg s™'e,n* E3,Z 72, where Ejo =
E/(10 EeV), €, is the fraction of energy (e.g. at the shock) contained
in the magnetic field, and 75 is a parameter describing how close
the particle diffusion is to the optimal (Bohm) regime. Matthews
& Taylor (2021) showed that, in a flickering jet, UHECRs are only
accelerated during high-power episodes and that the influence of
the UHECR escape time means that the UHECR luminosity over
time behaves as a smoothed version of the input luminosity, with
the UHECR luminosity only responding to peaks that exceed Oy cit-
If UHECRs are accelerated in backflow shocks, as suggested by
Matthews et al. (2019b), then this would further favour the production
of UHECRs during high-power episodes, because we have shown
that strong backflow is more prevalent in these periods.

It is not just the termination shock and backflow that respond to
variability. The lobe conditions are generally more turbulent during
high states, so any particle acceleration due to second-order Fermi
processes in the lobes (e.g. Hardcastle et al. 2009; O’ Sullivan, Reville
& Taylor 2009; Wykes et al. 2013) would also be expected to be
dominated by these episodes. Additionally, as discussed in Section
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4.2, jet variability creates the possibility of colliding internal shocks.
Internal shocks are thought to be efficient particle acceleration sites
in gamma-ray bursts (Piran 2004) and may explain propagating knot-
like features in, e.g. the M87 jet (e.g. Bicknell & Begelman 1996;
Spada et al. 2001; Bai & Lee 2003). Our work suggests internal
shocks caused by variability are also important on larger scales in
radio galaxies, although distinguishing them observationally from
quasi-periodic (in space) and quasi-steady reconfinement shocks may
be challenging.

Finally, we note that we have not included a sub-grid model
of particle acceleration in our simulations. There are a number
of studies, particularly in recent years, which evolve a population
of non-thermal electrons in tandem with MHD simulations (e.g.
Tregillis, Jones & Ryu 2001, 2004; Vaidya et al. 2018; Mukherjee
et al. 2020; Walg et al. 2020; Kundu et al. 2022; Yates-Jones et al.
2022; Seo et al. 2023). While the technique for injecting and evolving
the electron populations varies somewhat in these studies, all of them
typically involve modelling the particle acceleration at shocks and
by turbulence in the jet—cocoon system. In future, such techniques
could be readily applied to simulations of flickering jets similar to
ours, which would allow a more detailed investigation of how particle
acceleration proceeds during different power episodes.

6.4 Limitations and missing physics

We have made a number of assumptions in this work which, to
some extent, limit the applicability and interpretation of the results.
Some of those assumptions are discussed above in the relevant
subsections, so here we comment briefly only on the remaining
important limitations of our work.

We have not solved the induction equation and have neglected
the influence of magnetic fields. Magnetic fields could modify the
morphology of the jet in particular near the jet head where, for
example, they can lead to the formation of ‘nose cones‘(e.g. Clarke,
Norman & Burns 1986; Komissarov 1999) and alter the dynamics
of the jet and the character of cocoon turbulence (e.g. Keppens et al.
2008; Gaibler, Krause & Camenzind 2009). In addition, the variable
jet power might have interesting effects on the stability of the jet,
perhaps changing the behaviour of the magnetic kink instability. Such
an investigation is beyond the scope of this work but certainly merits
further thought.

In this work, we chose to chiefly focus on the parameters governing
the variability of the jet (o and RNG seed), and kept the jet width,
rj, the median jet power, Oy, and the jet to ambient medium density
contrast, n, fixed. Although the values we adopted were reasonable,
all of these choices will affect the results obtained. In particular,
adopting a larger r; or n would lead to a lower I'; for a given
Q;, pushing the jet into a less relativistic regime and ensuring that
relativity-specific results — such as heavily skewed advance speed
distributions — would be less pronounced. In addition, we chose
to only vary the Lorentz factor of the jet to achieve the desired
variability in jet power. Our main conclusions are quite general, so
are unlikely to be dramatically affected by the decisions we made
here, but, like any numerical study, any observational comparisons
should be interpreted with these subjective choices in mind.

We either considered a smoothly varying ambient medium or one
with small density perturbations to break symmetry in 3D. In reality,
the cluster or group environment the jet propagates into is likely
to be turbulent and there may be dense clumps or inhomogeneities.
Additionally, asymmetries or more complex density and pressure
gradients will alter the propagation and morphology of the jet.
Indeed, these factors are likely to be important for explaining some
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of the more exotic morphologies observed. Density inhomegeneities
or complex gradients could in principle mimic some of the effects of
variability; for example if the jet propagates more quickly through
low density region and slows in high density environments. The
jet history is in any case challenging to deduce from single epoch
observations, but it is worth noting that the effect of clumps is
not degenerate with variability; as the jet propagates through dense
regions it should slow and become brighter at fixed power, whereas
in our variable jet simulations the jet tends to be brightest during
periods of fast advance (when T'j is high).

7 CONCLUSIONS

‘We have conducted RHD simulations of AGN jets on kpc-scales, with
a jet power that varies according to a flicker noise power spectrum.
We generated synthetic jet power time series — in which the jet
bulk Lorentz factor, I';, was the time-varying parameter — with four
different random number seeds and three variability parameters, o.
We ran all these simulations in 2D cylindrical geometry, as well as
an additional three simulations of steady jets with jets powers equal
to the mean jet powers of the three o values. Additionally, we ran
one of the most variable simulations in 3D. The simulations allow
us to examine how variable fuelling might affect relativistic jets in
a systematic fashion and compare to observations of radio galaxies
that show evidence of variable jet activity. Our main findings from
this investigations are as follows.

(1) We find that the morphology of the bow shock (in particular)
and the cocoon are affected by the variability history of the jet,
retaining a ‘memory’ of powerful outbursts that lasts late into the
jet evolution. We suggest that radio galaxies may be able to act as
observational probes of long-term (= Myr time-scale) AGN fuelling.

(i) We demonstrate the use of sphericity — the ratio of the surface
area to that of a sphere with the same volume (Wadell 1935) — as
a morphology metric, which does not depend on measuring a width
at a specific location along the jet. A 2D analogue of this quantity
could be also be used for observations.

(iii) The jet advance speed is fast during periods of high activity,
but periods of quiescent or low-level activity instead produce passive
periods of Sedov-Taylor-like quasi-spherical inflation. The radius
evolution can occasionally approach the Sedov-Taylor 12 scaling,
although this is relatively rare in these specific simulations, and likely
to be more common if the input noise is redder.

(iv) The strongest backflows and most turbulent lobe conditions
are found during the periods of highest activity, because this is
when the strongest pressure gradient is established between the jet
head and lobe. These periods of high activity are therefore likely to
dominate the particle acceleration to very-high or ultrahigh energies
in these systems. At late times, the backflow is fast and persistent
and its character is dictated more by jet-backflow interaction than
the macroscopic pressure difference between jet head and cocoon.

(v) We track the various energy reservoirs over time in our
simulation and show that the kinetic energy of the jet is gradually
transferred into cocoon internal energy, which responds to jet power
variation with a slight delay. The energy in the shocked medium
responds more slowly still as it is driven by the overpressured cocoon.
We also find that variability can disrupt the close coupling between
cocoon and shocked medium energies, the ratio of which is often
close to unity in steady jet simulations but is not in this work.

(vi) In 3D, there are a number of interesting morphological
features introduced by variability. Variability can change the degree
of edge brightening over time and lead to hotspot intermittency.
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Hydrodynamic simulations of flickering AGN jets

Colliding internal shocks can be produced along the jet, and the
variability causes the locations of reconfinement shocks to change
over time. We also observe ‘jet discontinuities’, where the jet is no
longer able to remain collimated and deliver its power to a hotspot
at the end of the jet. We comment on the implications of these
discontinuities for the FR dichotomy.

(vii) Using a pseudo-emissivity to estimate radio luminosity over
time, we examine the evolution of our simulations in luminosity-
size and luminosity-power parameter space. We find that flick-
ering jet variability introduces a fractional standard deviation in
radio luminosity (Li44), wWhich is roughly linear with . For flick-
ering comparable in amplitude to that predicted for the CCA
model by Gaspari et al. (2017), we find only modest scatter
(< 0.2 dex) in Lj4. Larger variability amplitudes can, unsur-
prisingly, significantly modify luminosity-size tracks and intro-
duce large scatter in the relation between mean jet power and
luminosity.

(viii) We produced synthetic radio images from our fiducial 3D
simulations, including ray-tracing, for edge-on views. We find that
variability can produce changes in observed morphology over the
course of a radio galaxy lifetime. Specifically, the flickering variabil-
ity changes the degree of edge brightening, lobe-hotspot contrast,
and can create the appearance of lobed FRI-like morphology. In
addition, the flickering jet can create propagating internal shock
structures, illuminate parts of the lobe far from the jet head, and
exacerbate dual hotspot effects and kink structures in the jet—cocoon
system.

(ix) We suggest ways to search for evidence of flickering jets. In
particular, as well as using morphological and spectral signatures, we
propose comparing ‘instantaneous’ estimates of power or advance
speed (inferred from the hotspot) to longer-term, calorimetric mea-
sures. For example, one could compare jet powers inferred through
analysis of the hotspot, and jet powers measured by calculating the
energy in the lobes, to gain insights into variability statistics at the
population level.

Overall, our work suggests that flickering, Myr time-scale vari-
abity in AGN jet power is an important factor in dictating the
overall morphology and observational appearance of a radio galaxy.
Additionally, radio galaxies may be a useful probe of long-term
variability in AGN, because they retain a relatively long-term (~10
s of Myr) memory of the variability history of the AGN through
their dynamics and synchrotron electrons. More generally, our
work further demonstrates that variability of jet power introduces
rich HD and particle acceleration physics which is ripe for future
study.
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